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ZERO COMMUNICATION BLOCK
PARTITIONING

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims priority to U.S. provisional appli-
cation Ser. No. 61/679,132 filed Aug. 3, 2012, which is incor-
porated herein by reference in its entirety.

TECHNOLOGY FIELD

The present invention relates generally to methods, sys-
tems, and apparatuses for calculating a multi-dimensional
wavelet transform of data in a parallel computing environ-
ment where data is partitioned into arrays, such that the wave-
let transform may be computed for each array independently
on different computation units. The disclosed methods, sys-
tems, and apparatuses may be applied to, for example,
increase the speed and accuracy of Magnetic Resonance
Imaging reconstruction.

BACKGROUND

Parallel computing architectures can be utilized to increase
the efficiency of computing a multi-dimensional wavelet
transform for signal data. The speed, accuracy, and efficiency
of'the transform calculating in such architectures may depend
on factors such as how data is partitioned, the particular type
of wavelets used in the transform, and the hardware utilized
when performing the transform.

A common technique is to divide the input data into one-
dimensional arrays. For each of those arrays, a one-dimen-
sional wavelet transform is performed on a computation unit
(e.g., aprocessor core or thread block) and the result is written
back to memory. In further steps, the same procedure is done
for the other dimensions of the data, with new geometric
decompositions. This technique allows the transform to be
performed in a parallel computing environment, thus provid-
ing some increase in the speed of the transform calculation.
However, the technique has traditionally required calculation
between each one-dimensional array during the transform
calculation. This communication introduces a time latency
into the calculation which may be unacceptable for many
applications.

Several approaches have been developed to compute multi-
dimensional wavelet transforms while minimizing the com-
munication between computation units. However, an efficient
parallelized implementation of a wavelet transform would
preferably require no communication between the computa-
tion units. Thus, it would be desirable to utilize a parallelized
multi-dimensional wavelet transform that allows each com-
putation unit to perform its portion of the wavelet transform
calculation independent of the other computation units.

Reducing or eliminating the communication latencies
required for wavelet transforms can benefit various domains.
For example, wavelet transforms may be used in Magnetic
Resonance Imaging (“MRI”) reconstruction procedures. As
would be understood by one skilled in the art, the clarity of
MRI images is highly dependently on the motion of the item
being scanned. Thus, for example, involuntary movements of
a patient’s heart or lungs during MRI scanning can blur the
resultant image. Techniques such as compressed sensing have
be introduced to reduce the time require for scanning, how-
ever these techniques have traditionally required time-inten-
sive image processing before medical personnel can review
the image. In turn, this processing delays the treatment of the
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patient. Therefore, it would be desirable to minimize the time
required for processing a MRI image acquired using com-
pressed sensing techniques so that the MRI image can be
quickly presented to medical personnel to facilitate treatment
of the patient.

SUMMARY

Embodiments of the present invention address and over-
come one or more of the above shortcomings and drawbacks,
by providing methods, systems, and apparatuses which cal-
culate a multi-dimensional wavelet transform in an image
processing system. The input signal to the transform is parti-
tioned into multi-dimensional arrays which are then used to
perform the wavelet transform. The signal is partitioned such
that no communication between the arrays is required to
compute the transform. This technology is particularly well-
suited for, but by no means limited to, image processing
applications where compressed sensing techniques are used.
For example, for Magnetic Resonance Imaging (MRI) pro-
cedures where compressed sensing techniques are used, the
technology described herein may be applied to reduce the
time required to perform the reconstruction procedure on the
acquired compressed images.

Embodiments of the present invention are directed to a
computer-implemented method for calculating a multi-di-
mensional wavelet transform in an image processing system
comprising a plurality of computation units includes receiv-
ing multi-dimensional image data. An overlap value corre-
sponding to a number of non-zero filter coefficients associ-
ated with the multi-dimensional wavelet transform is
identified. Then, the multi-dimensional image data is divided
into a plurality of multi-dimensional arrays, wherein the
multi-dimensional arrays overlap in each dimension by a
number of pixels equal to the overlap value. A multi-dimen-
sional wavelet transform is then calculated for each multi-
dimensional array, in parallel, across the plurality of compu-
tation units. Following this calculation, a multi-dimensional
wavelet transform result may be received from each of the
plurality of computation units and aggregated in a memory
included in the image processing system.

According to one aspect of the invention, the calculating of
the multi-dimensional wavelet transform for each multi-di-
mensional array, in parallel, across the plurality of computa-
tion units comprises receiving, by a respective computation
unit, an assigned multi-dimensional array. The respective
computation unit calculates a wavelet transform across each
dimension of the assigned multi-dimensional array and iden-
tifies a final wavelet transform result for the multi-dimen-
sional array. The final wavelet transform result is copied from
the respective computation unit to each of the plurality of
computation units. The identification of the final wavelet
transform result for the multi-dimensional array may include
determining, by the respective computation unit, a calculated
wavelet transform result for the assigned multi-dimensional
array based on the calculation of the wavelet transform across
each dimension of the assigned multi-dimensional array;
identifying, by the respective computation unit, values in the
calculated wavelet transform result corresponding to an over-
lap between the assigned multi-dimensional array and one or
more of the plurality of multi-dimensional arrays; and
excluding the values from the calculated wavelet transform
result to identify the final wavelet transform result.

According to another aspect of the invention, copying the
final wavelet transform result from the respective computa-
tion unit to each of the plurality of computation units com-
prises identifying values in the final wavelet transform result
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which correspond to an overlap between the assigned multi-
dimensional array and one or more of the plurality of multi-
dimensional arrays; and copying all values in the final wavelet
transform result from the respective computation unit except
for those values corresponding to the overlap.

In some embodiments of the invention, the image process-
ing system comprises a plurality of computers operable
coupled via a network and each computation unit is located
within a distinct computer. In other embodiments of the
invention, the plurality of computation units are thread blocks
in a graphical processing unit. The size of each multi-dimen-
sional array may be based on a maximum number of threads
available to each thread block and/or an amount of memory
exclusively available to each thread block.

Other embodiments of the present invention are directed to
a method for calculating a transform of a multi-dimensional
signal in a system comprising a plurality of computation
units. The method includes dividing, in a first memory asso-
ciated with the computer, data corresponding to the multi-
dimensional signal into a plurality of multi-dimensional
arrays, wherein the multi-dimensional arrays overlap in each
dimension. Each multi-dimensional array is assigned to one
of the plurality of computation units and, for each computa-
tion unit, a transform calculation process is performed. In
some embodiments, the transform calculation process com-
prises copying an assigned multi-dimensional array from the
first memory to a second memory, wherein the second
memory in only accessible to the respective computation unit,
calculating the transform along each dimension of the
assigned multi-dimensional array in the second memory, and
copying a final result of the transform along a last dimension
to first memory.

According to one aspect of the invention the transform
calculation process is performed independently by each com-
putation unit without communicating with any other compu-
tation unit in the plurality of computation units. The trans-
form calculation process may be performed by each
computation unit, on its respective multi-dimensional array,
in parallel. In some embodiments of the invention, the plural-
ity of computation units are thread blocks in a graphical
processing unit. In some embodiments of the invention, the
transform is a discrete wavelet transform or an inverse dis-
crete wavelet transform.

According to another aspect of the invention, copying a
final result of the transform along a last dimension to the first
memory comprises identifying the calculated result of the
transform along the last dimension to first memory; identify-
ing overlap values in the final result corresponding to an
overlap between the assigned multi-dimensional array and
one or more of the plurality of multi-dimensional arrays; and
copying all values from the calculated result with the excep-
tion of the overlap values to the first memory.

Embodiments of the present invention are also directed to
an image processing system for calculating a multi-dimen-
sional wavelet transform. The system comprises an imaging
device configured to capture a multi-dimensional image and
an imaging computer. In one embodiment of the present
invention, the imaging device included in the system is a
Magnetic Resonance Imaging Device. The imaging computer
may comprise a receive, a first processor comprising a plu-
rality of computation units, and a second processor config-
ured to call a software function operable to cause the first
processor execute one or more instructions. In some embodi-
ments, the first processor is a graphical processing unit and
the plurality of computation units each correspond to a thread
block.
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In one embodiment of the invention, the instructions
executed by the first processor result in the first processor
dividing the multi-dimensional image data into a plurality of
overlapping multi-dimensional arrays. The multi-dimen-
sional arrays may overlap, for example, by a number of pixels
corresponding to a number of non-zero filter coefficients
associated with the multi-dimensional wavelet transform. In
these embodiments, a multi-dimensional wavelet transform
may be calculated for each multi-dimensional array, in par-
allel, across the plurality of computation units

Additional features and advantages of the invention will be
made apparent from the following detailed description of
illustrative embodiments that proceeds with reference to the
accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other aspects of the present invention
are best understood from the following detailed description
when read in connection with the accompanying drawings.
For the purpose of illustrating the invention, there is shown in
the drawings embodiments that are presently preferred, it
being understood, however, that the invention is not limited to
the specific instrumentalities disclosed. Included in the draw-
ings are the following Figures:

FIG.11s a system diagram of an imaging system according
to some embodiments of the present invention;

FIG. 2 provides an illustration of a memory architecture
utilized by an image processing computer according to
embodiments of the present invention utilizing GPUs to per-
form computations related to a multi-dimensional wavelet
transform;

FIG. 3 provides a flowchart illustrating how images are
processed by an image processing computer according to
some embodiments of the present invention;

FIG. 4 is an illustration of a method of partitioning data for
processing across multiple computation units in preparation
of computing a multi-dimensional wavelet transform, accord-
ing to some embodiments of the present invention;

FIG. 5 illustrates a method for calculating a multi-dimen-
sional wavelet transform in an image processing system,
according to one embodiment of the present invention.

FIG. 6 illustrates a method of calculating a multi-dimen-
sional wavelet transform in a GPU-based parallel computing
platform, according to one embodiment of the present inven-
tion; and

FIG. 7 illustrates an example of a computing environment
within which embodiments of the invention may be imple-
mented.

DETAILED DESCRIPTION OF ILLUSTRATIVE
EMBODIMENTS

The following disclosure describes the present invention
according to several embodiments directed at performing
multi-dimensional wavelet transforms in parallel computing
architectures. The invention is particularly well-suited to
image processing applications including, but not limited to,
MRI reconstruction. However, one skilled in the art would
recognize that the techniques described herein may be appli-
cable to various domains where multi-dimensional wavelet
transforms are performed.

FIG. 1 is a system diagram of an imaging system 100,
according to some embodiments of the present invention. An
imaging device 105 transfers one or more images 110 to an
image processing computer 115. In one embodiment, the
imaging device 105 is a MRI device. In the example of FIG.
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1, the image processing computer 115 includes one or more
central processing units (CPUs) 120 and one or more graphics
processing units (GPUs) 125. As is well understood in the art,
the use of CPUs in combination with GPUs provides various
computation advantages in engineering applications, includ-
ing potentially reducing the time required to process compu-
tationally intense algorithms. The imaging device 105 and the
image processing computer 115 may be connected directly or
indirectly using any technique known in the art. Thus, for
example, in some embodiments the imaging device 105 and
the image processing computer 115 are directly connected
using a proprietary cable or an industry standard cable such as
a Universal Serial Bus (USB) cable. In other embodiments,
the imaging device 105 and the image processing computer
115 are indirectly connected over one or more networks (not
shown in FIG. 1). These networks may be wired, wireless or
a combination thereof.

The imaging system 100 may include one or more com-
puting units (not shown in FIG. 1). The term computing unit
refers to any hardware and/or software configuration capable
of'executing a series of instruction. The computing unit can be
defined in various levels of granularity. Thus, in some
embodiments, the CPU is the computing unit while in other
embodiments the processing cores within the CPU are the
computing unit. In other embodiments, the computation unit
is a thread block executed on a GPU. It should be noted that
the number of computing units can scale based on the number
of CPUs and/or GPUs available to the system 100. Thus, if the
imaging system 100 includes multiple imaging computers,
each imaging computer would offer one or more computation
units for use by the system 100.

Continuing with reference to FIG. 1, a user interface 130 is
connected directly or indirectly to the image processing com-
puter 115. The user interface 130 may include any interface
known in the art including, for example and without limita-
tion, a display, a keyboard, a mouse, and/or a touchscreen.
Storage 135 is also connected, either directly or indirectly, to
the image processing computer 115. In some embodiments,
the image processing computer 115 may communicate with
the storage 135 to retrieve images (not shown in FIG. 1) as an
alternative to receiving images 110 from the imaging device
105. Storage 135 may be implemented using any technique
known in the art and may utilize, for example, any combina-
tion of magnetic, semi-conductor, and/or optical storage
media.

The present invention may be implemented across various
computing architectures. In the example of FIG. 1, the inven-
tion is implemented on a single image processing computer
115 comprising both CPUs and GPUs. In some embodiments,
a multi-dimensional wavelet transform, as described herein,
may be performed using only CPUs or using a combination of
CPUs and GPUs. In one embodiment, a parallel computing
platform and programming model such as the NVIDIA™
Compute Unified Device Architecture (CUDA) may be used
to optimize usage of the GPUs in computing the multi-dimen-
sional wavelet transform. However, it should be noted that the
imaging system 100 illustrated in FIG. 1 is merely one
example of an imaging system that may be used to implement
the present invention. For example, in some embodiments, an
imaging system includes multiple image processing comput-
ers directly or indirectly connected together in a cluster con-
figuration.

FIG. 2 provides an illustration of the memory architecture
200 utilized by the image processing computer 115 according
to embodiments of the present invention utilizing GPUs to
perform computations related to a multi-dimensional wavelet
transform. This architecture may be used, for example, for
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implementations of the present invention where NVIDIA™
CUDA (ora similar parallel computing platform)is used. The
architecture includes a host 205 and a device 210 connected
via a bus 215 (e.g., a PCle bus). The host 205 includes the
CPU (not shown in FIG. 2) and host memory 225 accessible
to the CPU. The device 210 includes the GPU and its associ-
ated memory 220, referred to herein as device memory. The
device memory 220 may include various types of memory,
each optimized for different memory usages. For example, in
some embodiments, the device memory includes global
memory, constant memory, and texture memory.

The device 210 includes one or more thread blocks 230
which represent the computation unit of the device. The term
thread block refers to a group of threads that can cooperate via
shared memory and synchronize their execution to coordinate
memory accesses. For example, in FIG. 2, threads 240, 245
and 250 operate in thread block 230 and access shared
memory 235. Depending on the parallel computing platform
used, thread blocks may be organized in a grid structure. A
computation or series of computations may then be mapped
onto this grid. For example, in embodiments utilizing CUDA,
computations may be mapped on a one-, two-, or three-di-
mensional grids. Each grid contains multiple thread blocks,
and each thread block contains multiple threads. For example,
in FIG. 2, the thread blocks 230 are organized in a two
dimensional grid structure with m+1 rows and n+1 columns.
Generally, threads in different thread blocks of the same grid
cannot communicate or synchronize with each other. How-
ever, thread blocks in the same grid can run on the same
multiprocessor within the GPU at the same time. The number
of'threads in each thread block may be limited by hardware or
software constraints.

Continuing with reference to FIG. 2, registers 255, 260,
and 265 represent the fast memory available to thread block
230. Each register is only accessible by a single thread. Thus,
forexample, register 255 may only be accessed by thread 240.
Conversely, shared memory is allocated per thread block, so
all threads in the block have access to the same shared
memory. Thus, shared memory 235 is designed to be
accessed, in parallel, by each thread 240, 245, and 250 in
thread block 230. Threads can access data in shared memory
235 loaded from device memory 220 by other threads within
the same thread block (e.g., thread block 230). The device
memory 220 is accessed by all blocks of the grid and may be
implemented using, for example, Dynamic Random-Access
Memory (DRAM).

Each thread can have one or more levels of memory access.
For example, in the memory architecture 200 of FIG. 2, each
thread may have three levels of memory access. First, each
thread 240, 245, 250, can read and write to its corresponding
registers 255, 260, and 265. Registers provide the fastest
memory access to threads because they are no synchroniza-
tion issues and the register is generally located close to mul-
tiprocessor executing the thread. Second, each thread 240,
245, 250 in thread block 230, may read and write data to the
shared memory 235 corresponding to that block 230. Gener-
ally, the time required for a thread to access shared memory
exceeds that of register access due to the need to synchronize
access among all the threads in the thread block. However,
like the registers in the thread block, the shared memory is
typically located close to the multiprocessor executing the
threads. The third level of memory access allows all threads
on the device 210 to read and/or write to the device memory.
Device memory requires the longest time to access because
access must be synchronized across the thread blocks oper-
ating on the device. Thus, ideally computations executed on a
device, such as device 210, would primarily utilize registers
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and shared memory and only utilize device memory as nec-
essary when moving data in and out of a thread block.

The software utilized to perform the multi-dimensional
wavelet transform described herein may vary depending on
the memory architecture used by the imaging system 100. For
example, in embodiments where all processing occurs on
CPUs, multi-processing APIs such as OpenMP can be used in
conjunction with math libraries such as Inte]™ MKIL DFTIL.
In embodiments, where processing occurs on a GPU, soft-
ware such as CUDA may be used in conjunction with libraries
such as cuFFT and cuBLAS, as well as functions from the
CUDA runtime API and/or the CUDA driver APL.

FIG. 3 provides a flowchart 300 illustrating how images are
processed by the image processing computer 115 utilizing the
memory architecture 200 according to some embodiments of
the present invention. At 305, the host 205 receives an image,
for example, via imaging device 105 and stores it in host
memory 225. Next, at 310, the host 205 copies the image from
host memory 225 to device memory at the device 210 where
it is stored at 315. This copying may be performed, for
example, by calling a memory copy function provided by an
API associated with the parallel computing platform.

Next, at 320, the host 205 calls a software function referred
to herein as a “kernel.” The term kernel refers to a function
callable from host 205 and executed by many threads simul-
taneously on device 210. In some embodiments, for example
where device 210 supports CUDA, the host may be called by
specifying the name of the kernel and an execution configu-
ration. The execution configuration may define, for example,
the number of threads in each thread block and the number of
thread locks to use when executing the kernel on the device.

Continuing with reference to FIG. 3, calling the kernel
results in the software being executed on the device 210 to
compute a multi-dimensional wavelet transform for the
image. The execution of this software is illustrated in FIG. 3
at 321 and described in further detail below with respect to
FIGS. 4, 5, and 6. After the wavelet transform has been
performed, at 325, the device 210 writes the result of the
transform to device memory 220 at 325. Finally, at 330, the
host 205 copies the result from device memory 220 to host
memory 225.

FIG. 41s an illustration 400 of a method of partitioning data
for processing across multiple computation units in prepara-
tion of computing a multi-dimensional wavelet transform,
according to some embodiments of the present invention.
This partitioning illustrated in FIG. 4 is performed such that
no communication is required between the computation units
(e.g., thread block) in order to process the data when comput-
ing the transform. The data is portioned into multi-dimen-
sional arrays, with the number of dimensions corresponding
to the dimensions of the data. For example, in FIG. 4, the
cuboid 410 represents a three-dimensional array of data. Each
multi-dimensional array includes all values needed to com-
pute a wavelet transform across all its dimensions. These
values include one or more overlap values in each dimension.
In embodiments where high and low pass filters are used with
D non-zero coefficients, the multi-dimensional array includes
D-1 overlap value for each dimension. For example, in one
embodiment a Haar Wavelet is utilized and, because the Haar
Wavelet only comprises two coefficients for the high and low
pass filters, one overlap value is used for each dimension. For
the multi-dimensional arrays that include one or more of the
borders of the input data, the overlap values may be mirrored
from the opposite side of the array. The approach illustrated in
FIG. 4 is particularly suited for, but not limited to, a multi-
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dimensional wavelet transform of level 1 and/or redundant
wavelet transform where each computation unit may be lever-
aged for processing.

Using the method of partitioning data described in FIG. 4,
multi-dimensional input data can be decomposed into many
multi-dimensional arrays which can be processed indepen-
dently on multiple computation units. Thus, with reference to
the example FIG. 4, at 405 a computation unit 407 (e.g.,
thread block 230) processes the three-dimensional portion of
the input data represented by cuboid 410. As illustrated at
410, while the first cuboid is being processed by computation
unit 407, a second cuboid may be processed on a second
portion of three-dimensional input data on a second compu-
tation unit. This strategy can be extended across any number
of computation units, allowing all of the input data to be
processed. Thus, for example, 420 and 425 show 4 and 8
cuboids, respectively, processing different portions of the
three-dimensional input data in parallel on different compu-
tation units.

FIG. 5 provides illustrates a method 500 for calculating a
multi-dimensional wavelet transform in an image processing
system 100, according to some embodiments of the present
invention. This method 500 can be applied to various embodi-
ments of the imaging processing system 100, regardless of
how the individual computation units of the system 100 are
configured. For example in some embodiments the method
500 is applied to an image processing system comprising a
plurality of computers operable coupled via a network and
each computation unit is located within a distinct computer.
Alternatively, in other embodiments, the method is applied
where the computation units are thread blocks in a GPU.

In FIG. 5, multi-dimensional image data is initially
received by the system 100 at 505. Next, at 510, the system
100 identifies an overlap value corresponding to the number
of non-zero filter coefficients associated with the multi-di-
mensional wavelet transform (e.g., as described above with
respect to FIG. 4). Then, at 520, the system 100 divides
multi-dimensional image data into a plurality of multi-dimen-
sional arrays, wherein the multi-dimensional arrays overlap
in each dimension by a number of pixels equal to the overlap
value.

Finally, at 520, the system 100 calculates a multi-dimen-
sional wavelet transform for each multi-dimensional array, in
parallel, across the plurality of computation units. How this
calculation is performed can vary depending on the configu-
ration of the system 100. For example, in one embodiment,
each computation unit is assigned a multi-dimensional array.
Then, each computation unit calculates a wavelet transform
across each dimension of its assigned array. Finally, the result
of'the transform along the last dimension is copied from each
computation unit and aggregated with the results of the other
computation units. The results that are copied from each
computation unit may exclude one or more values corre-
sponding to the overlap between the multi-dimensional
arrays. It should be noted that the wavelets utilized by the
transform may vary depending on the application. Thus, for
embodiments of the present invention utilized in image pro-
cessing applications, compact wavelets such as the Haar
wavelet may be used due to their ability to represent discon-
tinues (e.g., edges) in the input signal. However, other com-
pact and/or compact wavelets may also be used within the
scope of the present disclosure.

FIG. 6 provides illustrates a method 600 of calculating a
multi-dimensional wavelet transform in a GPU-based paral-
lel computing platform (e.g., NVIDIA™ CUDA) according
to one embodiment of the present invention. This method may
be performed, for example, by calling a kernel function from
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host 205 and executing code on device 210. First, at 605, the
input data is partitioned into multi-dimensional arrays, for
example, using the process illustrated in FIG. 4. Next, at 610
each thread block 230 on the device 210 reads a multi-dimen-
sional array from device memory 220 into its shared memory
235. In some embodiments, this step may be omitted and the
thread block may process the multi-dimensional array in glo-
bal memory. However, because shared memory typically pro-
vides access latencies which are much less than that of global
memory, shared memory is preferably utilized.

Continuing with reference to FIG. 6, at 615, a wavelet
transform is computed along all dimensions of the multi-
dimensional array while it is in shared memory. While com-
puting the transform, intermediary results are stored in shared
memory 235. Once the result of the wavelet transform along
the last dimension is computed, at 620 it is copied back to
device memory 220. In some embodiments, the result copied
to device memory excludes the values corresponding to the
overlap values included with the multi-dimensional input
data. Depending on the number of thread blocks available and
the size of the input data, steps 610, 615, and 620 may be
performed in parallel for two or more of the multi-dimen-
sional arrays generated from the input data.

The method of calculating a multi-dimensional wavelet
transform described herein may be applied to various
domains. For example, the transform may be used in combi-
nation with compressed sensing techniques to accelerate MRI
acquisitions. Thus, according to another aspect or the present
invention, the multi-dimensional wavelet transform
described herein is used in combination with a generic com-
putation strategy framework to allow calculations associated
with MRI acquisitions to be performed across various hard-
ware and software configurations. For example, the calcula-
tions may implement different computation strategies, such
as utilizing either the CPU only or the CPU in combination
with the GPU (e.g., via NVIDIA™ CUDA technology). By
using a generic approach, the reconstruction algorithm, as
well as other algorithms using in MRI acquisition, can be the
same regardless of the hardware it is run on.

In some embodiments, the generic computation strategy
framework includes wrapper software code which allows the
reconstruction algorithm to be executed across different hard-
ware configurations. The wrapper software code can include
one or more classes, methods, or variables which encapsulate
the functionality of one or more software components (e.g. a
function, a set of functions, or a class). Thus, wrapper soft-
ware code may provide a level of abstraction from the imple-
mentation of an underlying software component. For
example, hardware-specific details such as variable types or
memory operations may be abstracted using a wrapper soft-
ware code. One or more parameters may be provided to the
wrapper software code to customize its operation. These
parameters may be supplied, for example, to a template inter-
face used when a wrapper class is created or via variables
passed to the wrapper method. Parameters which may be
provided to the wrapper may include, without limitation, the
desired numerical precision, data format, and/or computation
strategy to be used for the when executing the wrapped soft-
ware components. Thus, following this strategy, a high level
of generality can be achieved allowing for statements such as
c=A(b), where ¢ would be the result of an operator A being
applied to a generalized vector b. Depending on the param-
eters provided to A, lower-level software code within the
wrapper software code may utilize specific values for items
such as numerical precision, data format, and computation
strategy.
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In some embodiments, the generic computation strategy
framework may be used to reconstruct an Magnetic Reso-
nance (“MR”) sequence. For example, reconstruction can be
modeled by the optimization problem:

!
arg, min zlle— I +/\||Wx||q.

In this equation, x denotes the real-world image of the object
in the scanner in the image domain; y denotes the measured
signal (i.e., acquired k-space MR image data); A denotes the
combined sub-sampling, Fourier transform, and coil sensitiv-
ity operator; W is a wavelet matrix (e.g., a redundant Haar
wavelet matrix); and A is the regularization parameter. The
value of q varies between 0 and 1 depending on the regular-
ization technique used to solve the problem. For implemen-
tations of the present invention that utilize data parallelism
(e.g., a CPU/GPU implementation using CUDA), a coupled
reconstruction utilizing the correlation between adjacent col-
umns in the image can give more accurate and faster results
than a column-by-column reconstruction. The optimization
problem set out above, as well as additional methods for
reconstructing MRI images, are described in greater detail in
U.S. Patent Application Publication No. 2013/0320974, filed
Dec. 18, 2012, and entitled “Efficient Redundant Haar Mini-
mization for Parallel MRI Reconstruction,” which is hereby
incorporated by reference in its entirety.

FIG. 7 illustrates an example of a computing environment
700 within which embodiments of the invention may be
implemented. Computing environment 700 may include
computer system 710, which is one example of a general
purpose computing system upon which embodiments of the
invention may be implemented. Computers and computing
environments, such as computer 710 and computing environ-
ment 700, are known to those of skill in the art and thus are
described briefly here.

As shown in FIG. 7, the computer system 710 may include
a communication mechanism such as a bus 721 or other
communication mechanism for communicating information
within the computer system 710. The system 710 further
includes one or more processors 720 coupled with the bus 721
for processing the information. The processors 720 may
include one or more CPUs, GPUs, or any other processor
known in the art.

The computer system 710 also includes a system memory
730 coupled to the bus 721 for storing information and
instructions to be executed by processors 720. The system
memory 730 may include computer readable storage media in
the form of volatile and/or nonvolatile memory, such as read
only memory (ROM) 731 and/or random access memory
(RAM) 732. The system memory RAM 732 may include
other dynamic storage device(s) (e.g., dynamic RAM, static
RAM, and synchronous DRAM). The system memory ROM
731 may include other static storage device(s) (e.g., program-
mable ROM, erasable PROM, and electrically erasable
PROM). In addition, the system memory 730 may be used for
storing temporary variables or other intermediate information
during the execution of instructions by the processors 720. A
basic input/output system 733 (BIOS) containing the basic
routines that help to transfer information between elements
within computer system 710, such as during start-up, may be
stored in ROM 731. RAM 732 may contain data and/or pro-
gram modules that are immediately accessible to and/or pres-
ently being operated on by the processors 720. System
memory 730 may additionally include, for example, operat-



US 9,286,648 B2

11

ing system 734, application programs 735, other program
modules 736 and program data 737.

The computer system 710 also includes a disk controller
740 coupled to the bus 721 to control one or more storage
devices for storing information and instructions, such as a
magnetic hard disk 741 and a removable media drive 742
(e.g., floppy disk drive, compact disc drive, tape drive, and/or
solid state drive). The storage devices may be added to the
computer system 710 using an appropriate device interface
(e.g., a small computer system interface (SCSI), integrated
device electronics (IDE), Universal Serial Bus (USB), or
FireWire).

The computer system 710 may also include a display con-
troller 765 coupled to the bus 721 to control a display or
monitor 765, such as a cathode ray tube (CRT) or liquid
crystal display (LCD), for displaying information to a com-
puter user. The computer system includes an input interface
760 and one or more input devices, such as a keyboard 762
and a pointing device 761, for interacting with a computer
user and providing information to the processor 720. The
pointing device 761, for example, may be a mouse, a track-
ball, or a pointing stick for communicating direction infor-
mation and command selections to the processor 720 and for
controlling cursor movement on the display 766. The display
766 may provide a touch screen interface which allows input
to supplement or replace the communication of direction
information and command selections by the pointing device
761.

The computer system 710 may perform a portion or all of
the processing steps of embodiments of the invention in
response to the processors 720 executing one or more
sequences of one or more instructions contained in a memory,
such as the system memory 730. Such instructions may be
read into the system memory 730 from another computer
readable medium, such as a hard disk 741 or a removable
media drive 742. The hard disk 741 may contain one or more
datastores and data files used by embodiments of the present
invention. Datastore contents and data files may be encrypted
to improve security. The processors 720 may also be
employed in a multi-processing arrangement to execute the
one or more sequences of instructions contained in system
memory 730. In alternative embodiments, hard-wired cir-
cuitry may be used in place of or in combination with soft-
ware instructions. Thus, embodiments are not limited to any
specific combination of hardware circuitry and software.

As stated above, the computer system 710 may include at
least one computer readable medium or memory for holding
instructions programmed according embodiments of the
invention and for containing data structures, tables, records,
or other data described herein. The term “computer readable
medium” as used herein refers to any medium that partici-
pates in providing instructions to the processor 720 for execu-
tion. A computer readable medium may take many forms
including, but not limited to, non-volatile media, volatile
media, and transmission media. Non-limiting examples of
non-volatile media include optical disks, solid state drives,
magnetic disks, and magneto-optical disks, such as hard disk
741 or removable media drive 742. Non-limiting examples of
volatile media include dynamic memory, such as system
memory 730. Non-limiting examples of transmission media
include coaxial cables, copper wire, and fiber optics, includ-
ing the wires that make up the bus 721. Transmission media
may also take the form of acoustic or light waves, such as
those generated during radio wave and infrared data commu-
nications.

The computing environment 700 may further include the
computer system 720 operating in a networked environment
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using logical connections to one or more remote computers,
such as remote computer 780. Remote computer 780 may be
a personal computer (laptop or desktop), a mobile device, a
server, a router, a network PC, a peer device or other common
network node, and typically includes many or all of the ele-
ments described above relative to computer 710. When used
in a networking environment, computer 710 may include
modem 772 for establishing communications over a network
771, such as the Internet. Modem 772 may be connected to
system bus 721 via user network interface 770, or via another
appropriate mechanism.

Network 771 may be any network or system generally
known in the art, including the Internet, an intranet, a local
area network (LAN), a wide area network (WAN), a metro-
politan area network (MAN), a direct connection or series of
connections, a cellular telephone network, or any other net-
work or medium capable of facilitating communication
between computer system 710 and other computers (e.g.,
remote computing system 780). The network 771 may be
wired, wireless or a combination thereof. Wired connections
may be implemented using Ethernet, Universal Serial Bus
(USB), RJ-11 or any other wired connection generally known
in the art. Wireless connections may be implemented using
Wi-Fi, WiMAX, and Bluetooth, infrared, cellular networks,
satellite or any other wireless connection methodology gen-
erally known in the art. Additionally, several networks may
work alone or in communication with each other to facilitate
communication in the network 771.

The embodiments of the present disclosure may be imple-
mented with any combination of hardware and software. In
addition, the embodiments of the present disclosure may be
included in an article of manufacture (e.g., one or more com-
puter program products) having, for example, computer-read-
able, non-transitory media. The media has embodied therein,
for instance, computer readable program code for providing
and facilitating the mechanisms of the embodiments of the
present disclosure. The article of manufacture can be
included as part of a computer system or sold separately.

While various aspects and embodiments have been dis-
closed herein, other aspects and embodiments will be appar-
ent to those skilled in the art. The various aspects and embodi-
ments disclosed herein are for purposes of illustration and are
not intended to be limiting, with the true scope and spirit
being indicated by the following claims.

What is claimed is:

1. A computer-implemented method for calculating a
multi-dimensional wavelet transform in an image processing
system comprising a plurality of computation units, the
method comprising:

receiving multi-dimensional image data;

identifying an overlap value corresponding to a number of

non-zero filter coefficients associated with the multi-
dimensional wavelet transform;

dividing the multi-dimensional image data into a plurality

of multi-dimensional arrays, wherein the multi-dimen-
sional arrays overlap in each dimension by a number of
pixels equal to the overlap value; and

calculating a multi-dimensional wavelet transform for

each multi-dimensional array, in parallel, across the plu-
rality of computation units;

receiving a multi-dimensional wavelet transform result

from each of the plurality of computation units, wherein
each respective multi-dimensional wavelet transform
result excludes values corresponding to overlapping pix-
els included in the plurality of multi-dimensional arrays;
and
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aggregating the multi-dimensional wavelet transform
results in a memory included in the image processing
system.

2. The method of claim 1, wherein the calculating the
multi-dimensional wavelet transform for each multi-dimen-
sional array, in parallel, across the plurality of computation
units comprises:

receiving, by a respective computation unit, a respective

assigned multi-dimensional array;

calculating, by the respective computation unit, a wavelet

transform across each dimension of the respective
assigned multi-dimensional array;

identifying, by the respective computation unit, a final

wavelet transform result for the respective assigned
multi-dimensional array; and

copying the final wavelet transform result from the respec-

tive computation unit to each of the plurality of compu-
tation units.

3. The method of claim 2, wherein the identitying the final
wavelet transform result for the multi-dimensional array
comprises:

determining, by the respective computation unit, a calcu-

lated wavelet transform result for the respective
assigned multi-dimensional array based on the calcula-
tion of the wavelet transform across each dimension of
the assigned multi-dimensional array;

identifying, by the respective computation unit, values in

the calculated wavelet transform result corresponding to
an overlap between the a respective assigned multi-di-
mensional array and one or more of the plurality of
multi-dimensional arrays; and

excluding the values from the calculated wavelet transform

result to identify the final wavelet transform result.

4. The method of claim 2, wherein the copying the final
wavelet transform result from the respective computation unit
to each of the plurality of computation units comprises:

identifying values in the final wavelet transform result

corresponding to an overlap between the respective
assigned multi-dimensional array and one or more of the
plurality of multi-dimensional arrays; and

copyingall values in the final wavelet transform result from

the respective computation unit except for those values
corresponding to the overlap.
5. The method of claim 1, wherein the image processing
system comprises a plurality of computers operably coupled
via a network and each computation unit is located within a
distinct computer.
6. The method of claim 1, wherein the plurality of compu-
tation units comprise thread blocks in a graphical processing
unit.
7. The method of claim 6, wherein each multi-dimensional
array is sized based on a maximum number of threads avail-
able to each thread block.
8. The method of claim 6, wherein each multi-dimensional
array is sized based on an amount of memory exclusively
available to each thread block.
9. A method for calculating a transform of a multi-dimen-
sional signal in a system comprising a plurality of computa-
tion units, the method comprising:
dividing, in a first memory associated with a computer, data
corresponding to the multi-dimensional signal into a
plurality of multi-dimensional arrays, wherein the
multi-dimensional arrays overlap in each dimension;

assigning each multi-dimensional array to one of the plu-
rality of computation units; and
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for each computation unit, performing a transform calcu-

lation process comprising:

copying an assigned multi-dimensional array from the
first memory to a second memory, wherein the second
memory is only accessible to the respective compu-
tation unit,

calculating the transform along each dimension of the
assigned multi-dimensional array in the second
memory,

identifying a calculated result of the transform along a
last dimension,

identifying overlap values in the calculated result corre-
sponding to an overlap between the assigned multi-
dimensional array and one or more of the plurality of
multi-dimensional arrays, and

copying all values from the calculated result with the
exception of the overlap values to the first memory.

10. The method of claim 9, wherein the transform calcula-
tion process is performed independently by each computation
unit without communicating with any other computation unit
in the plurality of computation units.

11. The method of claim 10, wherein the transform calcu-
lation process is performed by each computation unit, on its
respective multi-dimensional array, in parallel.

12. The method of claim 9, wherein the plurality of com-
putation units comprises thread blocks in a graphical process-
ing unit.

13. The method of claim 9, wherein the transform com-
prises a discrete wavelet transform.

14. The method of claim 9, wherein the transform com-
prises an inverse discrete wavelet transform.

15. An image processing system for calculating a multi-
dimensional wavelet transform, the system comprising:

a receiver configured to receive a multi-dimensional image

from an imaging device;

a first processor comprising a plurality of processor cores;

and

a second processor configured to call a software function

operable to cause the first processor to:

divide the multi-dimensional image data into a plurality
of overlapping multi-dimensional arrays,

calculate a multi-dimensional wavelet transform for
each multi-dimensional array, in parallel, across the
plurality of processor cores,

receive a multi-dimensional wavelet transform result
from each of the plurality of computation units,
wherein each respective multi-dimensional wavelet
transform result excludes values corresponding to
overlapping pixels included in the plurality of multi-
dimensional arrays, and

aggregate the multi-dimensional wavelet transform
results in a memory included in the image processing
system.

16. The system of claim 15, wherein the first processor
comprises a graphical processing unit and the plurality of
processor cores execute a plurality of thread blocks.

17. The system of claim 16, wherein a size of each multi-
dimensional array is based on a maximum number of threads
available to each thread block.

18. The system of claim 16, wherein the multi-dimensional
arrays overlap by a number of pixels corresponding to a
number of non-zero filter coefficients associated with the
multi-dimensional wavelet transform.
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